**Model description**

We developed SPICESS (Spatially-informed Protein Imputation using Constrained Embeddings from Shared latent Spaces), a joint graph variational autoencoder based contrastive learning algorithm that leverages spatial CITE-seq data to predict protein expression levels from gene expression data

We use two over-parameterized graph convolutional neural networks to generate separate gene and protein feature spaces. The input data consists of a normalized gene count matrix (Y), a normalized protein expression count matrix (P) and spatial coordinates of each spot (S). We construct a graph representation of each modality based on nearest neighbors where each spot is a node and gene or protein expression are node features. The generated graph embeddings capture both modalities as well as the spatial context. We employ a graph contrastive representation learning approach based on maximizing the agreement of different graph views at the node level [1]. Specifically, our model learns by generating graph views using two schemes - removing edges randomly and masking corresponding mRNA and protein features - and then applying a contrastive loss to maximize the agreement of two perturbed graphs. As the contrastive learning pulls together of the representation from two corrupted views, it enforces the model to learn essential biological information that is insensitive to perturbation in the embedding space. The graph-encoders of gene and protein are jointly trained using this self-supervised approach to generate spatially-consistent embeddings which are then aggregated into a shared latent space, Z. To ensure that this learned shared representation maximally captures relevant signals from each input modality, we use three separate decoders that reconstruct spot adjacency, gene and protein expression matrices.

To maximize generalizability, SPICESS employs 2 levels of built-in batch correction mechanisms. Firstly, by expanding the hidden layer sizes (and therefore the shared embedding space) to be larger than the input feature dimensions both graph encoders learn to correct for sample-sample variations by always mapping new samples to the training reference anchor points in the latent space [6-8]. Secondly, when multiple training samples are available, SPICESS uses an additional adversarial discriminator network that incentivizes the graph encoders to generate embeddings that carry no information about which batch a randomly sampled spot originated from [8], therefore removing any batch effect signal.

After training the model, the gene encoder and protein decoder can be coupled to impute spot-specific protein expression from gene expression for new spatial transcriptomics datasets. Additionally, protein expression can also be imputed directly from new H&E images using a query-reference technique similar to SeuratV3 [9]. Input image patches (queries) are projected into the shared latent space to index the 10 nearest embedding vectors that are linearly combined and used as input for the protein decoder to generate the imputed protein profiles for each image patch.
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